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Any conversation among humans is rife with feedback and alignment, two linguistic behaviors often 

investigated separately. To the first strategy we count interactional moves that display some kind of 

stance towards another interlocutor’s utterance (Allwood et al. 1992). Feedback signals are known to 

have different conversational functions: they may indicate a passive recipiency, so that the interlocutor 

can continue with their turn (continuers); they may acknowledge and agree to what has been claimed 

(acknowledgment); they may state a piece of information as new (newsmarker); or evaluate a piece of 

information (assessment) (Schegloff 1982, Gardner 2001). The second conversational strategy known 

as alignment is a cross-participant repetition of any communicative behavior (Rasenberg et al. 2022). 

As the interlocutor sees the other producing a smile, they prime each other to re-use it, resulting in 

alignment (or mirroring, Bavelas et al. 1986) of smiling. But even though smiles and laughter are 

particularly susceptible to mimicking (Mui et al. 2018), some of them are produced as feedback signals 

(Brunner 1979). 

This is the first exploratory study to focus on the extent to which different sign languages vary 

in the use of smiles and laughter functioning as feedback and/or alignment. We assume that the primary 

function of alignment smiles is to show similarity and togetherness (Bavelas et al. 1986), while the 

feedback smiles are used mostly as continuers and laughter as assessment. Feedback is known to vary 

considerably across individuals and across different types of contexts (Dideriksen et al 2023, Blomsma 

et al. 2024). This study aims to assess the possible cross-linguistic/cross-cultural differences in 

pragmatic functions of smiling behavior in spontaneous signed dyadic face-to-face conversations. We 

quantify and analyze the variability of different smiling behaviors in face-to-face interactions in three 

sign languages: German (DGS), Russian (RSL) and Polish (PJM).  

We use the data extracted from the corpora of the three languages (Konrad et al 2022, Bauer & 

Poryadin 2023; Kuder et al 2022). Each data sample consists of approx. 1 hour of dyadic conversational 

data per language. We identified and annotated smiles in spontaneous conversational interactions of 

three signed languages and labeled them following the Smiling Intensity Scale (Gironzetti, Attardo, and 

Pickering, 2016). According to it, we differentiate four subtypes of smiling behaviors: closed mouth 

smile (s1), open mouth smile (s2), wide open mouth smile (s3) and laughing smile (s4).  In each of the 

data samples we annotate all instances of smiling behavior in both participants, differentiating between 

smiles produced as feedback signals (when the addressee smiling is present only) and in alignment 

(when both interlocutors smile). As alignment cases we count all of the occurrences that were produces 

up to 300ms after the initial smile produced by the other interlocutor.  

We report the smiling behavior frequency across all three languages, as there is anecdotal 

evidence suggesting that individuals in the Russian cultural context tend to exhibit greater reservation 

in their utilization of smiling. We aim to investigate whether this holds for RSL users when compared 

to users of other signed languages. Further, we want to report on differences in communicative functions 
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of smiles disentangling feedback from alignment. We specifically analyze whether formal properties of 

smiling on the intensity scale (e.g. closed vs. (wide) open mouth smile) influence its conversational 

function. We hypothesize that smiles rated lower on the intensity scale predominantly serve as feedback, 

while higher intensity smiles are more likely to be associated with alignment. While data analysis is 

still ongoing, our initial findings suggest that the intensity scale matters and the preliminary results 

show that DGS users display approx. twice as many smiles as RSL users, while PJM users come closer 

to RSL than DGS users (s. Fig. 1). 
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